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Reconstruct DNA...
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Reconstruct DNA...

ACTGAAACTGAGTAGATA....

Read first, then next, then next, ...3.1 billion times...
.. slow... error prone...

Parallel sequencing yields chunks of overlapping DNA.
AGTAG, AGATA, TGAGT, ACTGAA, CTGAA, AAACTG
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The input representation for modern computers and communication.
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What does the 9 mean? 9
What does the 8 mean? 7 hundreds.
What does the 5 mean? $5 \times 10^5$.

This is amazing.

How many decimal digits in a number between a million and two million?

7.

Nice!!!

A million is $10^6$. One more is 7. $6 = \log_{10} \text{(million)}$

$N$ in decimal takes $\lceil \log_{10} N \rceil$ digits.
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Example? Binary search.
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\(2n^2 + 100\) is \(O(n^2)\)
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Upper bound.
\(n^2\) is \(O(n^3)\).
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Ignore constant factors.
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$4\log n$ asymptotically same as $100\log n$
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Example? Binary search.

Ignore smaller order terms.

$2n^2 + 100$ is $O(n^2)$
$2n^2 + 1000\log n$ is $O(n^2)$

Upper bound.

$n^2$ is $O(n^3)$.
$\log n$ is $O(n)$. 
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Ignore constant factors.

\[ 2n^2 \text{ asymptotically same as } 4n^2 \]
both are \( O(n^2) \)

\[ 4 \log n \text{ asymptotically same as } 100 \log n \]
both are \( O(\log n) \)

Example? Binary search.

Ignore smaller order terms.

\[ 2n^2 + 100 \text{ is } O(n^2) \]
\[ 2n^2 + 1000 \log n \text{ is } O(n^2) \]

Upper bound.

\[ n^2 \text{ is } O(n^3) \]
\[ \log n \text{ is } O(n) \]

Formally, for positive functions \( g, f \) from integers to reals,
\[ g(n) = O(f(n)) \text{ , if there is a constant } c \text{ where } g(n) \leq cf(n). \]
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Formally, for positive functions g, f from integers to reals,
g(n) = Ω(f(n)), if there is a constant c where g(n) ≥ cf(n)
More asymptotic notation.

Ω notation.
A “lower bound”.
$2n^2$ is $\Omega(n^2)$ ...and $\Omega(n)$...

Formally, for positive functions $g, f$ from integers to reals, $g(n) = \Omega(f(n))$, if there is a constant $c$ where $g(n) \geq cf(n)$

$g(n) = \Theta(f(n))$ if $g(n) = O(f(n))$ and $g(n) = \Omega(f(n))$. 
Al Khwarizmi: Arithmetic.

Addition:

Place value. Algorithm: add places.

```
1 2 3 4 5 6 7 8 9
+ 9 2 1 2 3 7 6 9 1
```

Correctness: See how many ones, if more than 10, add to 10's. And so on.

Time: $O(n)$

Can we do better? Need to look at the numbers to add them... must be optimal.
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Addition: $O(n)$

Place value. Algorithm: add places.

\[
\begin{array}{ccccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
4 & 4 & 8 & 0
\end{array}
\]
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Addition: $O(n)$

Place value. Algorithm: add places.

\[
\begin{array}{ccccccc}
0 & 1 & 1 & 1 & 1 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
+ & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
9 & 4 & 4 & 8 & 0 \\
\end{array}
\]

Correctness: See how many ones, if more than 10, add to 10’s. And so on.

Time: $O(n)$
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Place value. Algorithm: add places.

\[
\begin{array}{cccccccccc}
0 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
+ & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
4 & 6 & 9 & 4 & 4 & 8 & 0 \\
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Addition: $O(n)$

Place value. Algorithm: add places.

\[
\begin{array}{cccccccc}
0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\hline
9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
4 & 4 & 6 & 9 & 4 & 4 & 8 & 0 \\
\end{array}
\]
Al Khwarizmi: Arithmetic.

Addition: \( O(n) \)

<table>
<thead>
<tr>
<th>Place value</th>
<th>Algorithm: add places.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 0 0 0 0 0 1 1 1 1</td>
<td>1 2 3 4 5 6 7 8 9</td>
</tr>
<tr>
<td>+ 9 2 1 2 3 7 6 9 1</td>
<td>+ 9 2 1 2 3 7 6 9 1</td>
</tr>
<tr>
<td>0 4 4 6 9 4 4 8 0</td>
<td>0 4 4 6 9 4 4 8 0</td>
</tr>
</tbody>
</table>
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Addition: $O(n)$

Place value. Algorithm: add places.

\[
\begin{array}{cccccccccc}
1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
+ & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
1 & 0 & 4 & 4 & 6 & 9 & 4 & 4 & 8 & 0 \\
\end{array}
\]
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Place value. Algorithm: add places.

```
  1 0 0 0 0 1 1 1 1 1
  1 2 3 4 5 6 7 8 9
+  9 2 1 2 3 7 6 9 1
```

1 0 4 4 6 9 4 4 8 0
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\end{array}
\]
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Can we do better? Need to look at the numbers to add them... must be optimal.
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Addition: $O(n)$

Place value. Algorithm: add places.

\[
\begin{array}{cccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
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+ & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
1 & 0 & 4 & 4 & 6 & 9 & 4 & 4 & 8 & 0 \\
\end{array}
\]

Correctness:
See how many ones, if more than 10, add to 10’s.
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Time: $O(n)$

Can we do better?
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Place value. Algorithm: add places.

\[
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1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
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\end{array}
\]

Correctness:
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Can we do better?

Need to look at the numbers to add them...
Addition: $O(n)$

Place value. Algorithm: add places.

```
  1 0 0 0 0 1 1 1 1 1
  1 2 3 4 5 6 7 8 9
+ 9 2 1 2 3 7 6 9 1
```

Correctness:
See how many ones, if more than 10, add to 10’s.
And so on.

Time: $O(n)$

Can we do better?

Need to look at the numbers to add them... must be optimal.
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Addition: $O(n)$

Multiplication:

\[
\begin{array}{cccccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\times & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
9 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 1 & 2 \\
9 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 1 & 2 \\
\ldots & \\ \\
\end{array}
\]
More Al Khwarizmi’s: algorithms.

Addition: $O(n)$

Multiplication:

\[
\begin{array}{cccccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\times & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
9 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 1 \\
\end{array}
\]
More Al Khwarizmi’s: algorithms.

Addition: $O(n)$

Multiplication:

\[
\begin{array}{cccccccccccc}
& 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\times & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
& 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
& 9 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 1 \\
\end{array}
\]

Time: $O(n^2)$
More Al Khwarizmi’s: algorithms.

Addition: $O(n)$

Multiplication:

\[
\begin{array}{cccccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\times & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
9 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 1 \\
\end{array}
\]

Time: $O(n^2)$
Multiplication

Multiplication: $O(n^2)$. 

Is the best possible?

Every digit in $x$ must multiply every digit in $y$ at least once!

$\Theta(n^2)$ such pairs.

Is this the best possible?

(a) Yes. 
(b) No.

No.

We can do better!

What ?!?!?

Really!

What does Python do?

Let's see.

Runtime: $2$ times as large increases by a factor of $3$.

Note: $2 \log_2 3 = 3$.

Runtime: $O(n \log_2 3)$.

How?

Next time (read ahead!!!)
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Multiplication: \( O(n^2) \).

Is the best possible?

Every digit in \( x \) must multiply every digit in \( y \) at least once!
\( \Theta(n^2) \) such pairs.

Is this the best possible?

(a) Yes.

(b) No.

No. We can do better!
What ?!?!?
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(b) No.
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What does python do? Let’s see.
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2 times as large increases by a factor of 3
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Multiplication: $O(n^2)$.

Is the best possible?

Every digit in $x$ must multiply every digit in $y$ at least once!

$\Theta(n^2)$ such pairs.

Is this the best possible?

(a) Yes.

(b) No.

No. We can do better!

What ?!?!?

Really!

What does python do? Let’s see.

Runtime:

- 2 times as large increases by a factor of 3
- Note: $2^{\log_2 3} = 3$.
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Multiplication: $O(n^2)$. 

Is the best possible?

Every digit in $x$ must multiply every digit in $y$ at least once!

$\Theta(n^2)$ such pairs.

Is this the best possible?

(a) Yes.
(b) No.

No. We can do better!
What ?!?!?
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What does python do? Let’s see.

Runtime:
  2 times as large increases by a factor of 3
Note: $2^{\log_2 3} = 3$.

Runtime: $O(n^{\log_2 3})$.
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Multiplication: $O(n^2)$.

Is the best possible?

Every digit in $x$ must multiply every digit in $y$ at least once!

$\Theta(n^2)$ such pairs.

Is this the best possible?

(a) Yes.

(b) No.

No. We can do better!

What ?!?!?

Really!

What does python do? Let’s see.

Runtime:

2 times as large increases by a factor of 3

Note: $2^\log_2 3 = 3$.

Runtime: $O(n^{\log_2 3})$.

How? Next time (read ahead!!!)
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Complexity or runtimes in terms of size of representation.
Asymptotic analysis.