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Al Khwarizmi: Go west! Young decimal system!

Al Khwarizmi used to be transliterated as *Algoritmi* or *Algaurizin*
Persian mathematician, astronomer, geographer (780-850)

..but Fibonacci popularized its use.

Italian mathematician (1170-1250) who traveled to learn the Hindu-Arab math.
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Fibonacci numbers.

\[ F_0 = 0, \ F_1 = 1. \]
\[ F_n = F_{n-1} + F_{n-2}. \]

```python
def fib(n):
    if n <= 1:
        return n
    else:
        return fib(n-1) + fib(n-2)
```

Correct? Implements definition!
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Fibonacci algorithm and numbers!

\[ F_n = F_{n-1} + F_{n-2} = F_{n-2} + F_{n-3} + F_{n-2} \geq 2F_{n-2} \]

By induction, we get \( F_n \geq 2^{n/2} \).

From book.. \( F_n \approx 2^{0.694n} \).

\[ T(n) \geq 2^{n/2} \]

From book \( T(n) \geq 2^{0.694n} \)

For \( n = 100 \), this is around \( 2^{64} \) operations, (more than a thousand years or so on a fast computer.)

Exponential algorithm. Bad. Grows very fast.

Can we do better?
Better Algorithm.

```python
def fib(n):
    if n <= 1:
        return n
    else:
        a = [0, 1]
        for i in range(2, n + 1):
            a.append(a[i-1] + a[i-2])
        return a[n]
```

$O(n)$ operations!
def fib(n):
    if n <= 1:
        return n
    else:
        a = [0, 1]
        for i in xrange(2, n+1):
            a.append(a[i-1]+a[i-2])
        return a[n]
def fib(n):
    if n <= 1:
        return n
    else:
        a = [0, 1]
        for i in xrange(2, n+1):  # O(n)
            a.append(a[i-1] + a[i-2])
        return a[n]

O(n) operations!
Better Algorithm.

```python
def fib(n):
    if n <= 1:
        return n
    else:
        a = [0,1]
        for i in xrange(2,n+1):  # O(n)
            a.append(a[i-1]+a[i-2])
        return a[n]
```

\(O(n)\) operations! Maybe.
def fib(n):
    if n <= 1:
        return n
    else:
        a = [0,1]
        for i in xrange(2,n+1):
            a.append(a[i-1]+a[i-2])
        return a[n]

$O(n)$ operations! Maybe.

Let's try it.
From demo: Size matters.

How many bits in the representation of $F_n$?

Remember $F_n \approx 2^{0.694n}$.

About how many bits in $F_n$?

$\log_2 F_n \approx 0.6294n$.

How long does it take to compute $F_n - 1 + F_n - 2$?

$O(n)$.
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At most $O(n^2)$. 
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From demo: Size matters.

How many bits in the representation of $F_n$?

Remember $F_n \approx 2^{0.694n}$.

About how many bits in $F_n$?

$\log_2 F_n \approx 0.6294n$

How long does it take to compute $F_{n-1} + F_{n-2}$?

$O(n)$.

How long does Fib take?

$n$ additions.
How many bits in the representation of \( F_n \)?

Remember \( F_n \approx 2^{0.694n} \).

About how many bits in \( F_n \)?

\[ \log_2 F_n \approx 0.6294n \]

How long does it take to compute \( F_{n-1} + F_{n-2} \)?

\( O(n) \).

How long does Fib take?

\( n \) additions.

At most \( O(n^2) \).
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Demo: polynomial.

Doubling size, made fast fib grow by factor of roughly four.$\quad \text{cn}^2$ runtime.

$c(2n)^2 = 4c n^2$. 

Polynomial time algorithm has runtime $O(n^k)$ for a constant $k$. 

Scaling input by $c$ grows runtime bound by $c^k$. 

Doubling size, scales runtime by a constant for polynomial time algorithm. 

Not true for exponential algorithms.
Demo: polynomial.

Doubling size, made fast fib grow by factor of roughly four.
$cn^2$ runtime.
$c(2n)^2 = 4cn^2$.
Polynomial time algorithm has runtime $O(n^k)$ for a constant $k$.
Scaling input by $c$ grows runtime bound by $c^k$.
Doubling size, scales runtime by a constant for polynomial time algorithm.
Not true for exponential algorithms. Squares runtime!
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Asymptotic Analysis.

Used $O(n)$ for number of additions, rather than $n - 2$.

Why?

61a, 61b..

Recursive fib has faster inner loop than iterative fib.

Does it matter?

$2^{.694n}$ versus $O(n^2)$.

For $2^{.694n}$, doubling $n$, squares run time.
Asymptotic Analysis.

Used \( O(n) \) for number of additions, rather than \( n - 2 \).
Why?
61a, 61b..
Recursive fib has faster inner loop than iterative fib.
Does it matter?
\( 2^{0.694n} \) versus \( O(n^2) \).
For \( 2^{0.694n} \), doubling \( n \), squares run time.
For \( O(n^2) \), doubling \( n \), multiplies run time by four.
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Refreshing Asymptotic Notation.

Ignore constant factors.

\(2n^2\) asymptotically same as \(4n^2\)
both are \(O(n^2)\)

\(4\log n\) asymptotically same as \(100\log n\)
both are \(O(\log n)\)

Ignore smaller order terms.

\(2n^2 + 100\) is \(O(n^2)\)
\(2n^2 + 1000\log n\) is \(O(n^2)\)

Upper bound.
\(n^2\) is \(O(n^3)\).
\(\log n\) is \(O(n)\).

Formally, for positive functions \(g, f\) from integers to reals,
\(g(n) = O(f(n))\), if there is a constant \(c\) where \(g(n) \leq cf(n)\).
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More asymptotic notation.

Ω notation.
A “lower bound”.
$2n^2$ is $\Omega(n^2)$ ... and $\Omega(n)$...

Formally, for positive functions $g, f$ from integers to reals, $g(n) = \Omega(f(n))$, if there is a constant $c$ where $g(n) \geq cf(n)$
More asymptotic notation.

\( \Omega \) notation.
A “lower bound”.

2\( n^2 \) is \( \Omega(n^2) \) ...and \( \Omega(n) \)...

Formally, for positive functions \( g, f \) from integers to reals, 
\( g(n) = \Omega(f(n)) \), if there is a constant \( c \) where \( g(n) \geq cf(n) \)

\( g(n) = \Theta(f(n)) \) if \( g(n) = O(f(n)) \) and \( g(n) = \Omega(f(n)) \).
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Al Khwarizmi: Arithmetic.

Addition: $O(n)$

\[
\begin{array}{cccccccccc}
1 & 1 & 1 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
+ & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
4 & 8 & 0
\end{array}
\]
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Need to look at the numbers to add them...
Al Khwarizmi: Arithmetic.

Addition: $O(n)$

```
  1 1 1 1 1
  1 2 3 4 5 6 7 8 9
+ 9 2 1 2 3 7 6 9 1
```

```
  4 4 8 0
```
Al Khwarizmi: Arithmetic.

Addition: $O(n)$

\[
\begin{array}{cccccc}
0 & 1 & 1 & 1 & 1 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\hline
+ & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
9 & 4 & 4 & 8 & 0 \\
\end{array}
\]
Al Khwarizmi: Arithmetic.

Addition: $O(n)$

\[
\begin{array}{cccccccc}
0 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
+ & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
4 & 6 & 9 & 4 & 4 & 8 & 0
\end{array}
\]
Al Khwarizmi: Arithmetic.

**Addition: $O(n)$**

\[
\begin{array}{cccccccccc}
0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
+ & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
4 & 4 & 6 & 9 & 4 & 4 & 8 & 0 \\
\end{array}
\]
Addition: $O(n)$

\[
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1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
+ & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
0 & 4 & 4 & 6 & 9 & 4 & 4 & 8 & 0 \\
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\]
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Addition: $O(n)$

\[
\begin{array}{cccccccccc}
  & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
+ & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
  1 & 0 & 4 & 4 & 6 & 9 & 4 & 4 & 8 & 0 \\
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\]
Al Khwarizmi: Arithmetic.

Addition: $O(n)$

\[
\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
+ & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
1 & 0 & 4 & 4 & 6 & 9 & 4 & 4 & 8 & 0 \\
\end{array}
\]

Time: $O(n)$
Addition: $O(n)$

\[
\begin{array}{cccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
+ & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
1 & 0 & 4 & 4 & 6 & 9 & 4 & 4 & 8 & 0 \\
\end{array}
\]

Time: $O(n)$

Can we do better?
Al Khwarizmi: Arithmetic.

Addition: $O(n)$

\[
\begin{array}{cccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 \\
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
+ & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
1 & 0 & 4 & 4 & 6 & 9 & 4 & 4 & 8 & 0
\end{array}
\]

Time: $O(n)$

Can we do better?

Need to look at the numbers to add them...
Al Khwarizmi: Arithmetic.

Addition: $O(n)$

\[
\begin{array}{cccccccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 \\
 & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
+ & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
1 & 0 & 4 & 4 & 6 & 9 & 4 & 4 & 8 & 0 \\
\end{array}
\]

Time: $O(n)$

Can we do better?
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More Al Khwarizmi’s: algorithms.

Addition: $O(n)$
More Al Khwarizmi’s: algorithms.

Addition: $O(n)$

Multiplication:

\[
\begin{array}{cccccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\times & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\end{array}
\]
More AlKhwarizmi’s: algorithms.

Addition: \(O(n)\)

Multiplication:

\[
\begin{array}{cccccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\times & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\end{array}
\]
Addition: $O(n)$

Multiplication:

\[
\begin{array}{cccccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\times & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
9 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 1 \\
\end{array}
\]
More Al Khwarizmi’s: algorithms.

Addition: $O(n)$

Multiplication:

\[
\begin{array}{cccccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\times & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
9 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 1 \\
\end{array}
\]
More Al Khwarizmi’s: algorithms.

Addition: $O(n)$

Multiplication:

$$
\begin{array}{cccccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\times & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
9 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 1 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
\end{array}
$$
More Al Khwarizmi’s: algorithms.

Addition: $O(n)$

Multiplication:

$$
\begin{array}{cccccccccc}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
\times & 9 & 2 & 1 & 2 & 3 & 7 & 6 & 9 & 1 \\
\hline
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
9 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 2 & 1 \\
. & . & . & . & . & . & . & . & . & . \\
. & . & . & . & . & . & . & . & . & . \\
. & . & . & . & . & . & . & . & . & . \\
\end{array}
$$

$\text{Time: } O(n^2)$
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Big (historic) idea: representation as digits or bits.
Complexity or runtimes in terms of size of representation.
Asymptotic analysis.