Note: Your TA may not get to all the problems. This is totally fine, the discussion worksheets are not designed to be finished in an hour. The discussion worksheet is also a resource you can use to practice, reinforce, and build upon concepts discussed in lecture, readings, and the homework.
In this class, we care a lot about the runtime of algorithms. However, we don’t care too much about concrete performance on small input sizes (most algorithms do well on small inputs). Instead we want to compare the long-term (asymptotic) growth of the runtimes.

**Asymptotic Notation:** The following are definitions for $O(\cdot), \Theta(\cdot),$ and $\Omega(\cdot)$:

- $f(n) = O(g(n))$ if there exists a $c > 0$ where after large enough $n$, $f(n) \leq c \cdot g(n)$. (Asymptotically, $f$ grows at most as much as $g$)
- $f(n) = \Omega(g(n))$ if $g(n) = O(f(n))$. (Asymptotically, $f$ grows at least as much as $g$)
- $f(n) = \Theta(g(n))$ if $f(n) = O(g(n))$ and $g(n) = O(f(n))$. (Asymptotically, $f$ and $g$ grow the same)

If we compare these definitions to the order on the numbers, $O$ is a lot like $\leq$, $\Omega$ is a lot like $\geq$, and $\Theta$ is a lot like $=$ (except all are with regard to asymptotic behavior).

## 1 Asymptotics and Limits

If we would like to prove asymptotic relations instead of just using them, we can use limits.

**Asymptotic Limit Rules:** If $f(n), g(n) \geq 0$:

- If $\lim_{n \to \infty} \frac{f(n)}{g(n)} = 0$, then $f(n) = O(g(n))$.
- If $\lim_{n \to \infty} \frac{f(n)}{g(n)} = c$, for some $c > 0$, then $f(n) = \Theta(g(n))$.
- If $\lim_{n \to \infty} \frac{f(n)}{g(n)} = \infty$, then $f(n) = \Omega(g(n))$.

Note that these are all sufficient conditions involving limits, and are not true definitions of $O, \Theta,$ and $\Omega$. (you should check on your own that these statements are correct!)

(a) Prove that $n^3 = O(n^4)$.

**Solution:**

$$\lim_{n \to \infty} \frac{n^3}{n^4} = \lim_{n \to \infty} \frac{1}{n} = 0$$

So $f(n) = O(g(n))$

(b) Find an $f(n), g(n) \geq 0$ such that $f(n) = O(g(n))$, yet $\lim_{n \to \infty} \frac{f(n)}{g(n)} \neq 0$.

**Solution:** Let $f(n) = 3n$ and $g(n) = 5n$. Then $\lim_{n \to \infty} \frac{f(n)}{g(n)} = \frac{3}{5}$, meaning that $f(n) = \Theta(g(n))$. However, it’s still true in this case that $f(n) = O(g(n))$ (just by the definition of $\Theta$).

(c) Prove that for any $c > 0$, we have $\log n = O(n^c)$.

**Hint:** Use L'Hôpital’s rule: If $\lim_{n \to \infty} f(n) = \lim_{n \to \infty} g(n) = \infty$, then $\lim_{n \to \infty} \frac{f(n)}{g(n)} = \lim_{n \to \infty} \frac{f'(n)}{g'(n)}$ (if the RHS exists)

**Solution:** By L'Hôpital’s rule,

$$\lim_{n \to \infty} \frac{\log n}{n^c} = \lim_{n \to \infty} \frac{n^{-1}}{cn^{c-1}} = \lim_{n \to \infty} \frac{1}{cn^c} = 0$$
Therefore, $\log n = \mathcal{O}(n^c)$.

(d) Find an $f(n), g(n) \geq 0$ such that $f(n) = \mathcal{O}(g(n))$, yet $\lim_{n \to \infty} \frac{f(n)}{g(n)}$ does not exist. In this case, you would be unable to use limits to prove $f(n) = \mathcal{O}(g(n))$.

**Solution:** Let $f(x) = x(\sin x + 1)$ and $g(x) = x$. As $\sin x + 1 \leq 2$, we have that $f(x) \leq 2 \cdot g(x)$ for $x \geq 0$, so $f(x) = \mathcal{O}(g(x))$.

However, if we attempt to evaluate the limit, $\lim_{x \to \infty} \frac{x(\sin x + 1)}{x} = \lim_{x \to \infty} \sin x + 1$, which does not exist (sin oscillates forever).
2 Asymptotic Notation Practice

(a) For each pair of functions \( f(n) \) and \( g(n) \), state whether \( f(n) = O(g(n)) \), \( f(n) = \Omega(g(n)) \), or \( f(n) = \Theta(g(n)) \). For example, for \( f(n) = n^2 \) and \( g(n) = 2n^2 - n + 3 \), write \( f(n) = \Theta(g(n)) \).

(i) \( f(n) = n \) and \( g(n) = n^2 - n \)

**Solution:** \( n \) grows slower than \( n^2 \) so \( f(n) = O(g(n)) \)

(ii) \( f(n) = n^2 \) and \( g(n) = n^2 + n \)

**Solution:** We compare the largest terms in asymptotics so we get that these two functions grow at roughly the same rate. \( f(n) = \Theta(g(n)) \)

(iii) \( f(n) = 8n \) and \( g(n) = n \log n \)

**Solution:** As a rule, for any \( c > 0 \), \( n^c = O(n^c \log n) \). If we apply this here with \( c = 1 \), we get \( f(n) = O(g(n)) \).

Formally,
\[
\lim_{n \to \infty} \frac{8n}{n \log n} = \lim_{n \to \infty} \frac{8}{n} = 0
\]

(iv) \( f(n) = 2^n \) and \( g(n) = n^2 \)

**Solution:** Polynomial functions grow slower than exponential functions. So, \( f(n) = \Omega(g(n)) \)

(v) \( f(n) = 3^n \) and \( g(n) = 2^{2n} \)

**Solution:** \( f(n) = O(g(n)) \). \( 2^{2n} = 4^n \), and if \( a < b \), \( a^n = O(b^n) \). So \( 3^n = O(4^n) \).

Formally,
\[
\lim_{n \to \infty} \frac{3^n}{2^{2n}} = \lim_{n \to \infty} \left( \frac{3}{4} \right)^n = 0
\]

(b) For each of the following, state the order of growth using \( \Theta \) notation, e.g. \( f(n) = \Theta(n) \).

(i) \( f(n) = 50 \)

**Solution:** \( f(n) = \Theta(1) \)

(ii) \( f(n) = n^2 - 2n + 3 \)

**Solution:** \( f(n) = \Theta(n^2) \)

(iii) \( f(n) = n + \cdots + 3 + 2 + 1 \)

**Solution:** \( f(n) = \frac{n(n+1)}{2} = \Theta(n^2) \)

(iv) \( f(n) = n^{100} + 1.01^n \)

**Solution:** \( f(n) = \Theta(1.01^n) \)

(v) \( f(n) = n^{1.1} + n \log n \)

**Solution:** \( n^{1.1} \) grows more than \( n \log n \), so \( f(n) = \Theta(n^{1.1}) \).

Formally, we can notice
\[
\lim_{n \to \infty} \frac{n^{1.1}}{n \log n} = \lim_{n \to \infty} \frac{n^{0.1}}{\log n} = \lim_{n \to \infty} \frac{0.1n^{-0.9}}{n} = \lim_{n \to \infty} 0.1n^{0.1} = \infty
\]

(vi) \( f(n) = (g(n))^2 \) where \( g(n) = \sqrt{n} + 5 \)

**Solution:**
\[
f(n) = (\sqrt{n} + 5)^2 = n + 10\sqrt{n} + 25
\]

\( f(n) = \Theta(n) \)
Solution: In general, we can observe the following properties of \(\mathcal{O}/\Theta/\Omega\) from this:

- If \(d > c\), \(n^c = \mathcal{O}(n^d)\), but \(n^c \neq \Omega(n^d)\) (this is sort of saying that \(n^d\) grows strictly more than \(n^c\)).
- Asymptotic notation only cares about “highest-growing” terms. For example, \(n^2 + n = \Omega(n^2)\).
- Asymptotic notation does not care about leading constants. For example \(50n = \Theta(n)\).
- Any exponential with base \(> 1\) grows more than any polynomial
- The base of the exponential matters. For example, \(3^n = \mathcal{O}(4^n)\), but \(3^n \neq \Omega(4^n)\).
- If \(d > c\), \(n^c \log n = \mathcal{O}(n^d)\).

3 Find the valley

You are given an array \(A\) of integers of length \(N\). \(A\) has the following property: it is decreasing until element \(j\), at which point it is increasing. In other words, there is some \(j\) such that if \(i < j\) we have \(A[i] > A[i+1]\) and if \(i \geq j\) we have \(A[i] < A[i+1]\). Assuming you do not already know \(j\), give an algorithm to find \(j\).

For simplicity, you may assume that \(N\) is a power of 2.

Solution:

(i) **Main idea** If \(A\) has 1 element, we just output 1. Otherwise, we check if \(A[N/2] < A[N/2 + 1]\). If yes, then we recursively call our algorithm on the subarray \(A[1:N/2]\). Otherwise, we recursively call our algorithm on the subarray \(A[N/2 + 1:N]\) (and add \(N/2\) to the answer).

(ii) **Proof of correctness** The algorithm is correct if \(A\) has size 1, since the only possible value for \(j\) is 1. If \(A[N/2] < A[N/2 + 1]\), then we know \(j \leq N/2\), so \(j\) is contained within the subarray we recurse on, and we can inductively assume the recursive call finds the correct index. Otherwise, we know \(j > N/2\), and we again have that \(j\) is contained within the subarray we recurse on, and again can inductively assume the recursive call finds the correct index (prior to adding \(N/2\)).

(iii) **Running time analysis** The algorithm takes \(O(1)\) time to compare \(A[N/2], A[N/2 + 1]\). After each comparison we halve the problem size, so we go from a length \(N\) array to length 1 in \(\log N\) recursive calls. So the overall runtime is \(O(\log N)\).

4 Runtime and Correctness of Mergesort

In general, this class is about design, correctness, and performance of algorithms. Consider the following algorithm called \textit{Mergesort}, which you should hopefully recognize from 61B:

Recall that \texttt{MERGESORT} takes an arbitrary array and returns a sorted copy of that array. It turns out that \texttt{MERGESORT} is asymptotically optimal at performing this task (however, other sorts like \texttt{Quicksort} are often used in practice).

(a) Let \(T(n)\) represent the number of operations \texttt{MERGESORT} performs given a array of length \(n\). Find a base case and recurrence for \(T(n)\), use asymptotic notation.

Solution:

For the base case, we simply have \(T(1) = 1\) (almost nothing is done). For the recursive case \(n \geq 2\), we get \(T(n) = 2T(n/2) + \mathcal{O}(n)\).

On a high level, \texttt{merge} takes two pointers through \(A\) and \(B\) respectively, and keeps adding the next-smallest element from \(A\) or \(B\). We notice that \texttt{merge} looks at each element from \(A\) or \(B\)
function MERGE(A[1, ..., n], B[1, ..., m])
    i, j ← 1
    C ← empty array of length n + m
    while i ≤ n or j ≤ m do
        if i ≤ n and (j > m or A[i] < B[j]) then
            C[i + j - 1] ← A[i]
            i ← i + 1
        else
            C[i + j - 1] ← B[j]
            j ← j + 1
    return C

function MERGESORT(A[1, ..., n])
    if n ≤ 1 then return A
    mid ← ⌊n/2⌋
    L ← MERGESORT(A[1, ..., mid])
    R ← MERGESORT(A[mid + 1, ..., n])
    return MERGE(L, R)

only once. So given arrays of length m and n, MERGE takes \(O(m + n)\). Note that the \(O(n + m)\) is important here, the time is not just \(n + m\) (there’s more than one array access for each element in \(A\) or \(B\), for example).

A call to MERGESORT involves two recursive calls to pieces of size \(n/2\) and one call to MERGE given both halves, so the runtime here is

\[
T(n) = 2T(n/2) + O(n)
\]

(b) Solve this recurrence. What asymptotic runtime do you get?

**Solution:**

\(T(n) = O(n \log n)\)

A general strategy to solve these is to consider what happens during repeated expansion:

\[
\begin{align*}
T(n) & = 2T(n/2) + n \\
T(n) & = 4T(n/4) + n + n \\
T(n) & = 8T(n/8) + n + n + n \\
& \vdots \\
T(n) & = 2^{\log n}T\left(\frac{n}{2^{\log n}}\right) + n(\log n) = n \log n
\end{align*}
\]

Each time we expand we get an extra \(n\) added to the back, and each time we expand the input size to \(T()\) halves. But we can expand only \(\log n\) times until we get \(T(1)\) and the expansion ends.

You can also visualize this as a full binary tree with \(\log n\) levels, with \(n\) work done at each level, and each node representing the work done to sort that part of the array.
Question: This doesn’t consider the fact that \( T(n) = 2T(n/2) + O(n) \) only means that there is some \( c > 0 \) where for large enough \( n \), \( T(n) \leq 2T(n/2) + c \cdot n \). We assumed \( T(n) = 2T(n/2) + n \) to make the analysis simpler. How can you modify the analysis to account for this formally?

Note: This is not the only way to solve recurrences like these, but it is a good way to solve recurrences in general. We will soon talk about an important tool called The Master Theorem, which does the geometric series expansion for you and lets you solve recurrences with a simple rule.

(c) Consider the correctness of \texttt{merge}. What is the desired property of \( C \) once \texttt{merge} completes? What is required of the arguments to \texttt{merge} for this to happen?

Solution:
We desire \( C \) to be sorted, and to contain all elements from \( A \) and \( B \). \texttt{merge} requires that \( A \) and \( B \) are individually sorted.

Question: This falls short of a full proof of correctness for \texttt{merge}. How would you fully proof correctness for \texttt{merge}? (Hint: a good place to start would be to think about ‘invariants’, or properties that hold for \( C \) as \( i \) and \( j \) increase)

(d) Using the property you found for \texttt{merge}, show that \texttt{mergesort} is correct.

Solution:
We establish by induction. Let
\[ P(n): \text{mergesort}(A[1, \ldots, n]) \text{ is correct for any array } A \text{ of length } n \]
For the base case, \( P(1) \) is true because a length-1 array is already sorted, and that is what we return.

Now assume for a particular \( n \) that \( P(k) \) holds for all \( k < n \) (this is strong induction). \( L \) and \( R \) are then guaranteed to be sorted, then by part (c) their merge will be sorted. As \( L \) and \( R \) contain all the elements of the array, we return a sorted copy of the array.

5 Median of Medians

The \texttt{Quickselect}(A, k) algorithm for finding the \( k \)th smallest element in an unsorted array \( A \) picks an arbitrary pivot, then partitions the array into three pieces: the elements less than the pivot, the
elements equal to the pivot, and the elements that are greater than the pivot. It is then recursively
called on the piece of the array that still contains the kth smallest element.

(a) Consider the array $A = [1, 2, \ldots, n]$ shuffled into some arbitrary order. What is the worst-case
runtime of $\text{Quickselect}(A, n/2)$ in terms of $n$? Construct a sequence of ‘bad’ pivot choices that
achieves this worst-case runtime.

**Solution:** A single partition takes $O(n)$ time on an array of size $n$. The worst case would be if
the partition times were $n + (n - 1) + \cdots + 2 + 1 = O(n^2)$.
This would happen if the pivot choices were e.g. $1, 2, 3, \ldots, n/2 \ldots, n, n - 1, \ldots, n/2 + 1$. In each
of these cases, the partition happens so that one piece only has one element, and the other piece
has all the other elements. To get a better runtime, we would like the pieces to be more balanced.

(b) The above ‘worst case’ has a chance of occurring even with randomly-chosen pivots, so the worst-
case time for a random-pivot $\text{Quickselect}$ is $O(n^2)$.
Let’s define a new algorithm $\text{Better-Quickselect}$ that deterministically picks a better pivot.
This pivot-selection strategy is called ‘Median of Medians’, so that the worst-case runtime of
$\text{Better-Quickselect}(A, k)$ is $O(n)$.

**Median of Medians**

1. Group the array into $\lfloor n/5 \rfloor$ groups of 5 elements each (ignore any leftover elements)
2. Find the median of each group of 5 elements (as each group has a constant 5 elements,
finding each individual median is $O(1)$)
3. Create a new array with only the $\lfloor n/5 \rfloor$ medians, and find the true median of this array
using $\text{Better-Quickselect}$.
4. Return this median as the chosen pivot

Let $p$ be the chosen pivot. Show that for least $3n/10$ elements $x$ we have that $p \geq x$, and that for
at least $3n/10$ elements we have that $p \leq x$.

**Solution:** Let the choice of pivot be $p$. At least half of the groups $(n/10)$ have a median $m$ such
that $m \leq p$. In each of these groups, 3 of the elements are at most the median $m$ (including the
median itself). Therefore, at least $3n/10$ elements are at most the size of the median.
The same logic follows for showing that $3n/10$ elements are at least the size of the median.

(c) Show that the worst-case runtime of $\text{Better-Quickselect}(A, k)$ using the ‘Median of Medians’
strategy is $O(n)$.

**Hint:** Using the Master theorem will likely not work here. Find a recurrence relation for $T(n)$,
and try to use induction to show that $T(n) \leq c \cdot n$ for some $c > 0$.

**Solution:** We end up with the following recurrence:

$$T(n) \leq \underbrace{T(n/5)}_{(A)} + \underbrace{T(7n/10)}_{(B)} + d \cdot n_{(C)}$$

(A) Calling $\text{Better-Quickselect}$ to find the median of the array of medians
(B) The recursive call to $\text{Better-Quickselect}$ after performing the partition. The size of the
partition piece is always at most $7n/10$ due to the property proved in the previous part.
(C) The time to construct the array of medians, and to partition the array after finding the pivot. This is $O(n)$, but we explicitly write that it is $d \cdot n$ for convenience in the next part.

We cannot simply use the Master theorem to unwind this recurrence. Instead, we show by induction that $T(n) \leq c \cdot n$ for some $c > 0$. The base case happens when BETTER-QUICKSELECT occurs on one element, which is constant time.

For the inductive case,

$$T(n) \leq T(n/5) + T(7n/10) + d \cdot n$$

$$\leq c(n/5) + c(7n/10) + d \cdot n$$

$$\leq \left( \frac{9}{10} c + d \right) \cdot n$$

We pick $c$ large enough so that $\left( \frac{9}{10} c + d \right) \leq c$, i.e. $c \geq 10d$, and we are finished. Because $T(n) \leq c \cdot n$ for constant $c$, $T(n) = O(n)$. 