1 Study Group

List the names and SIDs of the members in your study group. If you have no collaborators, you must explicitly write none.

In addition, we would like to share correct student solutions that are well-written with the class after each homework. Are you okay with your correct solutions being used for this purpose? Answer “Yes”, “Yes but anonymously”, or “No”

2 NP Basics

This is a solo question.

Assume A reduces to B in polynomial time. In each part you will be given a fact about one of the problems. What information can you derive of the other problem given each fact? Each part should be considered independent; i.e., you should not use the fact given in part (a) as part of your analysis of part (b).

1. A is in P.
2. B is in P.
3. A is NP-hard.
4. B is NP-hard.

Solution: If A reduces to B, we know B can be used to solve A, which means B is at least as hard as A. As a result, if B is in P, we can say that A is in P, and if A is NP-hard, we can say that B is NP-hard. If A is in P, or if B is NP-hard, we cannot say anything about the complexity of B or A respectively.

3 Runtime of NP

True or False (with brief justification): Suppose we can show for some fixed k, an NP-complete problem P has a time $O(n^k)$ algorithm. Then every problem in NP has a $O(n^k)$ time algorithm.

Solution: False. The reduction $f_L$ from an arbitrary problem $L \in \text{NP}$ is guaranteed to run in time $O(n^{c_L})$ and produce a problem $f(x)$ of the NP-complete problem of size $O(n^{c'_L})$ for constants $c_L$ and $c'_L$. However, these can be arbitrarily larger than k.
4 Dominating Set

A dominating set of a graph $G = (V, E)$ is a subset $D$ of $V$, such that every vertex not in $D$ is a neighbor of at least one vertex in $D$. Let the Minimum Dominating Set problem be the task of determining whether there is a dominating set of size $\leq k$. Show that the Minimum Dominating Set problem is NP-Complete. You may assume that $G$ is connected.

Solution:

Proof that Minimum Dominating Set is in NP.
Given a possible solution, we can check that it is a solution by iterating through the vertices not in the solution subset $D$ and checking if it has a neighbor in $D$ by iterating through the adjacent edges. This would take at most $E$ time because you would at most check every edge twice. We should also check that the number of vertices in $D$ is less than $k$, which would take at most $V$ as $k$ should be less than $E$. So, we can verify in $O(E)$ time which is polynomial.

Proof that Minimum Dominating Set is NP-Hard.

Reduction from Vertex Cover to Dominating Set
Minimum Vertex Cover is to find a vertex cover (a subset of the vertices) which is of size $\leq k$ where all edges have an endpoint in the vertex cover.

Suppose $G(V, E)$ is an instance of vertex cover and we are trying to find a vertex cover of size $\leq k$. For every edge $(u, v)$, we will add a new vertex $c$ and two edges $(c, u)$, and $(c, v)$. We will pass in the same $k$ to the dominating set. This is a polynomial reduction because we are adding $|E|$ vertices and $2|E|$ edges.

Proof of Correctness of Reduction
1. If minimum vertex cover has a solution, then minimum dominating set that corresponds to it has a solution.
Suppose we have some minimum vertex cover of size $k$. By definition of vertex cover, every edge has either one or both endpoints in the vertex cover. Thus if we say that the vertex cover is a dominating set, every original vertex must either be in the dominating set or adjacent to it. Now we have to figure out whether the vertices we added for every edge are covered. Since every edge has to have one or both endpoints in the vertex cover, the added vertices must be adjacent to at least one vertex in the vertex cover. Thus the vertex cover maps directly to a dominating set in the transformed problem.

2. If minimum dominating set in the transformed format has a solution, then the corresponding minimum vertex cover has a solution.
Suppose we have some minimum dominating set of size $k$ of the transformed format. Vertices in the dominating set either must come from the original vertices or the vertices we added. If they don’t come from the vertices we added in the transformation, then from the logic stated in the previous direction, the dominating set corresponds directly to the vertex cover. If some vertices come from the transformation, then we can substitute the vertex for either of the endpoints of the edge it corresponds to without changing the size of the dominating set. Thus, we can come up with a dominating set of size $k$ that only uses vertices from our original problem, which will directly match to a minimum vertex cover of size $k$ in the original problem.
Alternative Proof that Minimum Dominating Set is NP-Hard.  
Reduction from Set Cover to Dominating Set  
Minimum Set Cover is to find a set cover (a subset of all the sets) which is of size \( \leq k \) where all elements are covered by at least one set of the set cover.  

Suppose \((S, U)\) is an instance of set cover where \(U\) denotes the set of all distinct elements and \(S\) is a set of subsets \(S_i\) of \(U\). We will construct a graph \(G = (V, E)\) as follows. For each element \(u\) in \(U\) construct a vertex; we will call these “element vertices”. For each possible \(S_i\) construct a vertex; we will call these “set vertices”. Connect each vertex \(S_i\) to all \(u\) in \(S_i\).  

Notice that if we were to run dominating set on the graph right now, we would be able to cover all the element vertices with any valid set cover, but we would have to pick every single set vertex in order to ensure that all set vertices are covered. To rectify this, connect every set vertex to every other set vertex, forming a clique. This ensures that we can cover all the set vertices by picking just one. This way we really only need to worry about covering the element vertices.  

Proof of Correctness of Reduction  
1. If minimum set cover has a solution, then minimum dominating set that corresponds to it has a solution.  
Suppose we have some minimum set cover of size \(k\). This will correspond to a dominating set of size \(k\) as well. For each set in our minimum set cover, pick the corresponding set vertex. It follows directly from the construction of the graph and the definition of a set cover that all set and element vertices are covered.  

2. If minimum dominating set in the transformed format has a solution, then the corresponding minimum set cover has a solution.  
Suppose we have some dominating set \(D\) of size \(k\). We can find a set cover of size \(\leq k\). To do this, we will construct a new dominating set \(D'\) that contains only set vertices. Include every set vertex in \(D\) in \(D'\). For each vertex in our dominating set that is an element vertex, pick any random neighboring set vertex and add it to \(D'\). Observe that \(|D'| \leq |D|\). Thus if there is a dominating set in \(G\) of size \(\leq k\), there must be a set cover of size \(\leq k\). Since this problem is in NP and is NP-Hard, it must be NP-Complete.  

5 More Reductions  
Given an array \(A = [a_1, a_2, \ldots, a_n]\) of nonnegative integers, consider the following problems:  

1 Partition: Determine whether there is a subset \(P \subseteq [n]\) \(([n] := \{1, 2, \cdots, n\})\) such that \(\sum_{i \in P} a_i = \sum_{j \in [n]\setminus P} a_j\)  

2 Subset Sum: Given some integer \(k\), determine whether there is a subset \(P \subseteq [n]\) such that \(\sum_{i \in P} a_i = k\)  

3 Knapsack: Given some set of items each with weight \(w_i\) and value \(v_i\), and fixed numbers \(W\) and \(V\), determine whether there is some subset \(P \subseteq [n]\) such that \(\sum_{i \in P} w_i \leq W\) and \(\sum_{i \in P} v_i \geq V\)
For each of the following clearly describe your reduction, justify runtime and correctness.

(a) Find a linear time reduction from **Subset Sum** to **Partition**.

(b) Find a linear time reduction from **Subset Sum** to **Knapsack**.

**Solution:**

(a) Suppose we are given some set $A$ with target sum $t$. Let $s$ be the sum of all elements in $A$.

If $s - 2t \geq 0$, generate a new set $A' = A \cup \{s - 2t\}$. If $A'$ can be partitioned, then there is a subset of $A$ that sums to $t$.

We know that the two sets in our partition must each sum to $s - t$ since the sum of all elements will be $2s - 2t$. One of these sets, must contain the element $s - 2t$. Thus the remaining elements in this set sum to $t$.

If $s - 2t \leq 0$, generate a new set $A' = A \cup \{2t - s\}$. If $A'$ can be partitioned, then there is a subset of $A$ that sums to $t$.

We know that the two sets in our partition must each sum to $t$ since the sum of all elements will be $2t$. The set that does not contain $\{2t - s\}$ will be our solution to subset sum.

This reduction also clearly operates in $O(n)$, as we simply need to generate a new set with a single additional element (whose value is determined by summing all the elements of $A$).

(b) Suppose we are given some set $A$ with target sum $t$. For each element $k$ of the set, create an item with weight $k$ and value $k$. Let $V = t$ and $W = t$. We know Knapsack will determine if there is a combination of items with sum of weights $\leq t$ and values $\geq t$.

Because the weights and values are the same, we know (Sum of chosen weights) = (Sum of chosen values) = $t$. And since each weight/value pair is exactly the value of one of the original elements of $A$, we know that there will be a solution to our Knapsack problem iff there is one for our subset sum problem. This solution runs in linear time, as we need constant work for each element of $A$ to generate our new input.

6 Orthogonal Vectors

In the 3-SAT problem, we have $n$ variables and $m$ clauses, where each clause is the OR of (at most) three of these variables or their negations. The goal of the problem is to find an assignment of variables that satisfies all the clauses, or correctly declare that none exists.

In the orthogonal vectors problem, we have two sets of vectors $A, B$. All vectors are in $\{0, 1\}^m$, and $|A| = |B| = n$. The goal of the problem is to find two vectors $a \in A, b \in B$ whose dot product is 0, or correctly declare that none exists. The brute-force solution to this problem takes $O(n^2m)$ time: We compute all $|A||B| = n^2$ dot products between two vectors in $A, B$, and each dot product takes $O(m)$ time.

Show that if there is a $O(n^c m)$-time algorithm for the orthogonal vectors problem for some $c \in [1, 2)$, then there is a $O(2^{cn/2} m)$-time algorithm for the 3-SAT problem. For simplicity,
you may assume in 3-SAT that the number of variables must be even. \textit{Hint: Try splitting the variables in the 3-SAT problem into two groups.}

**Solution:** We use an $O(2^{n/2}m)$-time reduction from 3-SAT to orthogonal vectors. We split the variables into two groups of size $n/2$, $V_1, V_2$. For each group, we enumerate all $2^{n/2}$ possible assignments of these variables. For each assignment $x$ of the variables in $V_1$, let $v_x$ be the vector where the $i$th entry is 0 if the $i$th clause is satisfied by one of the variables in this assignment, and 1 otherwise. We ignore the variables in the clause that are in $V_2$. For example, if clause $i$ only contains variables in $V_2$, then $v_x(i)$ for all $x$. Let $A$ be the $2^{n/2}$ vectors produced this way.

We construct $B$ containing $2^{n/2}$ vectors in a similar manner, except using $V_2$ instead of $V_1$.

We claim that the 3-SAT instance is satisfiable if and only if there is an orthogonal vector pair in $A \times B$. Given this claim, we can solve 3-SAT by making the orthogonal vectors instance in $O(2^{n/2}m)$ time, and then solving the instance in $O((2^{n/2})^m) = O(2^{cn/2}m)$ time.

Suppose there is a satisfying assignment to 3-SAT. Let $x_1$ be the assignment of variables in $V_1$, and $x_2$ be the assignment of variables in $V_2$. Let $v_1, v_2$ be the vectors in $A, B$ corresponding to $x_1, x_2$. Since every clause is satisfied, one of $v_1(i)$ and $v_2(i)$ must be 0 for every $i$, and so $v_1 \cdot v_2 = 0$. So there is also a pair of orthogonal vectors in the orthogonal vectors instance.

Suppose there is a pair of orthogonal vectors $v_1, v_2$ in the orthogonal vectors instance. Then for every $i$, either $v_1(i)$ or $v_2(i)$ is 0. In turn, for the corresponding assignment of variables in $V_1, V_2$, the combination of these assignments must satisfy every clause. In turn, the combination of these assignments is a satisfying assignment for 3-SAT.

Comment: It is widely believed that SAT has no $O(2^{0.999n})$-time algorithm - this is called the Strong Exponential Time Hypothesis (SETH). So it is also widely believed that orthogonal vectors has no $O(n^{1.99})$-time algorithm, since otherwise SETH would be violated. It turns out that we can reduce orthogonal vectors to string problems such as edit distance and longest common subsequence, and so if we believe SETH then we also believe those problems also don’t have $O(n^{1.99})$-time algorithms. The field of research studying reductions between problems with polynomial-time algorithms such as these is known as fine-grained complexity, and orthogonal vectors is one of the central problems in this field.