1 Study Group

List the names and SIDs of the members in your study group. If you have no collaborators, you must explicitly write none.

In addition, we would like to share correct student solutions that are well-written with the class after each homework. Are you okay with your correct solutions being used for this purpose? Answer “Yes”, “Yes but anonymously”, or “No”

2 One-Sided Error and Las Vegas Algorithms

An $RP$ algorithm is a randomized algorithm that runs in polynomial time and always gives the correct answer when the correct answer is 'NO', but only gives the correct answer with probability greater than $1/2$ when the correct answer is 'YES'.

(a) Prove that every problem in $RP$ is in $NP$ (i.e., show that $RP \subseteq NP$). *Hint: it may be helpful to view a randomized algorithm $R(x)$ as a deterministic algorithm $A(x, r)$ where $x$ is the input and $r$ is the result of the ‘coin flips’ which the algorithm uses for its randomness.*

(b) In lecture, we saw an example of a $Las Vegas Algorithm$: a random algorithm which always gives the right solution, but whose runtime is random. A $ZPP$ algorithm is a Las Vegas algorithm which runs in expected polynomial time ($ZPP$ stands for Zero-Error Probabilistic Polytime). Prove that if a problem has a $ZPP$ algorithm, then it has an $RP$ algorithm. *Hint: Use Markov’s inequality.*

3 QuickSelect

Let $A$ be an array of $n$ integers, and let $k$ be an integer. $A$ and $k$ are given as input. Let $X_{i,j}$ be an indicator random variable for the event that the $i$-th smallest number is ever compared with the $j$-th smallest in $QuickSelect(A, k)$.

(a) Write an exact expression for $E[X_{i,j}]$. *Hint: think about what elements will ever be chosen as pivots.*

(b) Show that the expected runtime of $QuickSelect(A, k)$ is $O(n)$. *Hint: use part (a) to bound the expected number of comparisons done by the algorithm.*
4  Pairwise Independent Hashing

Let $\mathcal{H}$ be a class of hash functions in which each $h \in \mathcal{H}$ maps the universe $\mathcal{U}$ of keys to $\{0, 1, \ldots, m-1\}$. Recall that $\mathcal{H}$ is universal if for any $x \neq y \in \mathcal{U}$, $\Pr_{h \in \mathcal{H}}[h(x) = h(y)] \leq 1/m$.

We say that $\mathcal{H}$ is pairwise independent if, for every fixed pair $(x, y)$ of keys where $x \neq y$, and for any $h$ chosen uniformly at random from $\mathcal{H}$, the pair $(h(x), h(y))$ is equally likely to be any of the $m^2$ pairs of elements from $\{0, 1, \ldots, m-1\}$. (The probability is taken only over the random choice of the hash function.) As an example, it turns out that $h_{a,b}(x) = ax + b \mod m$ is a pairwise independent hash family (when the random choice is over $a$ and $b$ and $m$ is prime). We will not prove this here.

(a) Show that if $\mathcal{H}$ consists of strictly fewer than $m^2$ functions, it cannot be pairwise independent.

(b) Show that, if $\mathcal{H}$ is pairwise independent, then it is universal.

(c) Suppose that you choose a hash function $h \in \mathcal{H}$ uniformly at random. Your friend, who knows $\mathcal{H}$ but does not know which hash function you picked, tells you a key $x$, and you tell her $h(x)$. Can your friend tell you $y \neq x$ such that $h(x) = h(y)$ with probability greater than $1/m$ (over your choice of $h$) if:

(i) $\mathcal{H}$ is universal?

(ii) $\mathcal{H}$ is pairwise independent?

In each case, either give a choice of $\mathcal{H}$ which allows your friend to find a collision, or prove that they cannot for any choice of $\mathcal{H}$.

5  Two-level Hashing

In lecture we saw a data structure for the static dictionary problem using $O(n^2)$ memory with $O(1)$ worst case query time (not just expected), and $O(n^2)$ expected preprocessing time. Here by preprocessing time, we mean the time it takes to create the data structure given the database (recall we picked $O(1)$ random hash functions in expectation from a universal hash family until we found one that causes no collisions, and for any hash function choice we could check whether there are any collisions and build the hash table in $O(n^2)$ time).

In this problem, we will develop a static dictionary data structure with $O(n)$ memory, $O(1)$ worst case query time, and $O(n)$ expected preprocessing time. The idea will be to use two-level hashing. As in lecture, we assume a database of size $n$ with keys in the domain $[U] := \{0, \ldots, U - 1\}$.

(a) Consider picking a hash function $h : [U] \to [m]$ randomly from a 2-wise independent family. Let $X_i$ then be the number of database keys $x$ such that $h(x) = i$. Write down an exact expression for $\mathbb{E}(\sum_{i=0}^{m-1} X_i^2)$ in terms of only $m$ and $n$.

(b) Give a static dictionary data structure with $O(n)$ memory, $O(1)$ worst case query time, and $O(n)$ expected preprocessing time. Hint: Pick a ‘good’ $h$ using part (a) with $m = n$ and consider using universal hash functions $h_1, \ldots, h_m$ with $h_i : [U] \to [X_i^2]$ with the solution from class.